1. INTRODUCTION

We consider a general min-max optimization formulation defined over a sample space \( X \), probability distribution \( P \) on \( X \), and parameter space \( \Theta \subseteq \mathbb{R}^d \). Define \( L_P(\theta) := \mathbb{E}_P[l(\theta, X)] \) to be the expectation w.r.t. \( P \) of a loss function \( l: \Theta \times X \to \mathbb{R} \) representing the estimation error for a model with parameters \( \theta \in \Theta \) over data \( X \in X \). Define the expected worst-case loss function \( R(\theta) := \mathbb{E}_{\Phi} \left[ \sup_{P \in \mathcal{P}} \{ L_P(\theta) \} \right] \), which maximizes the loss \( L_P \) over a set of measures \( \mathcal{P} \) of the form

\[
\mathcal{P} = \left\{ P \mid D(P, P_b) \leq \rho, \quad \int dP(\xi) = 1, \quad P(\xi) \geq 0 \right\},
\]

where \( D(\cdot, \cdot) \) is a measure of distance on the space of probability distributions on \( X \) and the constraints limit the feasible candidates to be within a distance \( \rho \) of a base distribution, \( P_b \). Our interest lies in the general \( \phi \)-divergence class of distance measures

\[
D_\phi(P, P_b) = \mathbb{E}_{P_b} \left[ \phi \left( \frac{dP}{dP_b} \right) \right],
\]

where \( \phi(u) \) is a non-negative convex function that takes a value of 0 only at \( u = 1 \). Then, the general min-max formulation consists of solving, for a given \( X \) and \( \mathcal{P} \),

\[
R(\theta_{\text{opt}}) = \min_{\theta \in \Theta} \left\{ R(\theta) \right\} = \min_{\theta \in \Theta} \left\{ \sup_{P \in \mathcal{P}} \{ L_P(\theta) \} \right\}. \tag{3}
\]

The formulation in (3) w.r.t. (1) and (2) arises in a wide variety of applications, and has received considerable attention especially recently; see, e.g., [1, 2, 3, 4, 5, 6, 7]. For the \( \chi^2 \)-metric (i.e., \( \phi(u) = (u - 1)^2 \)), Namkoong and Duchi [10] show that, for convex and bounded loss functions \( l \) with \( P_b,N = \left( \frac{1}{N} \right) \) the empirical distribution over a data set of size \( N \), the following result holds with high probability (w.h.p.)

\[
\mathbb{E}_{\Phi} [l(\theta, X)] = \mathbb{E}_{P_b} [l(\theta, X)] + \sqrt{\frac{\rho \text{Var}_{P_b} [l(\theta, X)]}{N}}, \tag{4}
\]

\( \theta \in \Theta \). Similar results have been obtained for other \( \phi \)-divergence metrics such as Kullback-Leibler (KL) divergence (i.e., \( \phi(u) = u \log u + (1 - u) \)). An appropriate choice of \( \rho \) leads to an optimal solution \( \theta^*_{\text{opt}} \) that has loss performance within \( O(\frac{1}{N}) \) of the (unknown) true optimal \( \theta^* \). This is in contrast to the \( \theta^*_{\text{opt}} \) identified by minimizing \( \phi_{\text{opt}} \), which leads to a solution with \( O(\frac{1}{\sqrt{N}}) \) loss performance.

The formulation in (3) over \( \theta \in \Theta \) is hard to solve because of the non-convexity of the second term, even if \( l \) is strongly convex. Since our general min-max formulation in (3) is convex in \( \theta \), and given the (likely) better statistical properties of \( \theta^*_{\text{opt}} \), an efficient solution procedure is highly desirable. This is especially true when the optimal solution to the inner maximization problem over \( \mathcal{P} \) cannot be obtained in closed form, which is the case for the \( \phi \)-divergence constraints in (2). Define the vectors \( P := (p_n) \) and \( P_{b,N} := (\frac{1}{N}) \) of dimension \( N \). We shall focus on the case where \( P_b \) is the pmf over a (large) data set of size \( N \), and thus on the loss function and constraint set \( \mathcal{P} \) given by

\[
L_{P_b}(\theta) = \frac{1}{N} \sum_{n=1}^{N} l(\theta, \xi_n) \quad \text{and} \quad \mathcal{P} = \{ P \mid \sum_{n=1}^{N} p_n = 1; p_n \geq 0, \forall n; \mathbb{E}_P (P, P_{b,N}) = \frac{1}{N} \sum_{n=1}^{N} \phi(p_n) \leq \rho \}.
\]

Namkoong and Duchi [10] propose to determine the optimal \( \theta^* \) by solving the problem (3) as a deterministic gradient descent problem. They show that, for the \( \chi^2 \) case, the inner maximization can be reduced to a one-dimensional root-finding problem, solved via bisection search. The key issue is that this bisection search requires an \( O(N \log N) \) amount of effort (see Proposition 2) at each iteration, which can be very expensive for large data set sizes \( N \).

2. ALGORITHM AND ANALYSIS

We propose a new primal descent algorithm to solve (4) that is applicable for various \( \phi \)-divergence measures (2). Our solution approach and main results are summarized here; we refer to [6] for all technical details and related work.

For the inner maximization problem, we devise a bisection-search that generalizes the results in [6, 13, 15], showing that our solution applies to many other \( \phi \)-divergence metrics. For the outer minimization problem, instead of operating with the complete data set \( M_t = N \) for all iterations \( t \) of a gradient descent algorithm, we propose the stochastic subgradient descent scheme: \( \theta_{t+1} = \theta_t - \gamma_t \nabla \theta R_{M_t} (\theta_t) \) where \( \gamma_t \) is typically called the step-size or learning rate, \( M_t \) is a relatively small subset of the full data set having size \( |M_t| = M_t \), and \( R_{M_t} (\cdot) \) is an approximation of \( R(\cdot) \) obtained by uniformly sampling the subset \( M_t \) from the complete data set of size \( N \). This reduces the computational effort to \( O(M_t \log M_t) \) for the \( D_{2,1} \)-constrained (3) and \( O(M_t) \) for the \( D_{KL} \) constraints, where \( M_t \) is the size of the support of the pmf in iteration \( t \). (For important reasons related to sampling bias as explained below, we will exploit sampling without replacement in our algorithm.)

More precisely, defining \( \hat{P} = (\hat{p}_n) \) of dimension \( M_t \), we have the following formulation for our approach

\[
\hat{R}_{M_t}(\theta) := \max_{P = (p_n)} \sum_{m \in M_t} \hat{p}_m l(\theta, \xi_m) \tag{5}
\]
s.t. \( \sum_{m \in M_t} \phi(M_t \hat{p}_m) \leq M_t \rho M_t \), \( \sum_{m \in M_t} \hat{p}_m = 1 \), \( \hat{p}_m \geq 0 \).

The cost of solving this problem via bisection search is \( O(M_t \log M_t) \). Now suppose \( \tilde{P}^* (\theta) = (\hat{p}_m^*(\theta)) \) is an optimal solution to \((\mathbf{5})\). Then the vector

\[
\nabla_{\theta} \hat{R}_{M_t}(\theta_t) = \sum_{m \in M_t} \hat{p}_m^*(\theta) \nabla \phi(\theta_t, \xi_m)
\]

is a valid sub-gradient for \( \hat{R}_{M_t}(\theta_t) \) and thus we use it in our stochastic sub-gradient descent. We apply this to two specific \( \phi \)-divergences, noting that the optimal value \( \hat{R}_{M_t}(\theta_t) \) for many other \( \phi \)-divergences can be obtained similarly.

**Proposition 1.** The optimal solution \( \tilde{P}^* \) to the problem \((\mathbf{5})\) with a KL divergence constraint \( \phi(\sigma) = u \log u - (u - 1) \) is given by: (a) Case \( \alpha > 0 \): \( \hat{p}_m = \frac{u_m}{\sum u_m} \), where \( M'_t = |M_t| \); \( M'_t = \{ m \in M_t | z_m = \max z_m \} \); (b) Case \( D_KL(\tilde{P}^*, P_k) = \rho M_t \): \( \hat{p}_m^* = \frac{e^{\alpha M_t}}{\sum e^{\alpha M_t}} \), where \( \alpha > 0 \), \( z_m \geq z_{\min} + \lambda - 2\alpha \), where \( z_{\min} = \min z_m \) and \( \lambda, \alpha \) jointly solve: \( \sum (z_m - z_{\min}) > 2M_t \alpha \lambda + \frac{\Delta}{M_t} \lambda > 0 \), \( z_m > z_{\min} + \lambda - 2\alpha \).

We provide here a sketch of the proof. First construct \( \hat{P}_{M_t} = (\hat{p}_1, \ldots, \hat{p}_M) \), a restriction of the (unique) optimal solution \( P^* \) of the full-data problem \((\mathbf{3})\) onto the (random) subset \( M_t \) of support points used in the restricted problem \((\mathbf{5})\), \( \hat{p}_m = \frac{e^{\alpha M_t}}{\sum e^{\alpha M_t}} \), \( \forall m \in M_t \). The condition \( \rho \ll 1 \) ensures that, w.h.p., the summation in the denominator is greater than zero for a sufficiently large \( M_t \). Then we show that, w.h.p. (under the \( M_t \)-sampling measure), the pmf \( \hat{P}_{M_t} \) is a feasible solution to \((\mathbf{5})\) when \( \rho M_t \) is inflated as assumed. Next, we establish that \( E_{M_t}[\|z^T(\hat{P}_{M_t} - P^*)\|^2] \) is of the order \( O(M_t^{2(\gamma - 2)}) \), where \( z^T \) denotes the transpose of vector \( z \). Since \( \hat{P}_{M_t} \) is a feasible solution to \((\mathbf{5})\) for sufficiently large \( M_t \) and a slightly larger \( \rho \), an appeal to the fundamental theorem of calculus yields the desired result.

**Remark 1.** The squared bias in Theorem \((\mathbf{3})\) is more accurately stated as \( O(M_t^2) \), where \( |M_t| \) is the number of support points used in \((\mathbf{3})\). We require sampling without replacement because \( M_t \) samples with replacement only produces a set \( M_t \) such that \( |M_t| = O(M_t) \). The resulting slow drop in bias makes the method inefficient in terms of the computational effort expended.

Lastly, we look at sample size growth rules where the maximum size \( N \) is hit after a (large but) finite number of iterations, addressing the question of balancing the added computational burden of each iteration against the expected reduction in optimality gap. We assume: (a) For each \( \xi_n \), \( n = 1, \ldots, N \), the loss functions \( f_i(\theta, \xi_n) \) are \( c \)-strongly convex and their gradients \( \nabla f_i(\theta, \xi_n) \) are \( L \)-Lipschitz; Additionally, the Hessian \( \nabla^2 f_i(\theta, \xi_n) \) exists. (b) The robust loss function \( R(\theta) \) has a unique minimizer \( \theta_{\text{ma}} \) that satisfies \((\mathbf{3})\); (c) The estimator \( \nabla \bar{R}(\theta) \) obeys a bound \( E_{M_t}[\|\nabla \bar{R}_M(\theta) - \frac{1}{N} \nabla \bar{R}_{M_t}(\theta)\|^2] \leq c_r M_t^{2(\gamma - 2)} \).

Then Proposition \((\mathbf{4})\) shows that the properties in assumption (a) translate over to the robust performance metric \( R(\theta) \) as defined in \((\mathbf{3})\). We can relax the assumption to have sample-dependent constants \( c(\xi), L(\xi) \). Since the number of samples is finite, \( L = \max L(\xi) \) and \( c = \min c(\xi) \) are sample-independent values that can be used in place of \( c, L \) in Proposition \((\mathbf{4})\) to obtain the same properties.

**Proposition 4.** Under the above assumptions, the function \( R(\theta) = \max_{\xi \in P} L(\xi) \) is \( c \)-strongly convex, and its gradient \( \nabla \bar{R}(\theta) \) is \( L \)-Lipschitz.

Solving \((\mathbf{3})\) with a deterministic line search algorithm provides a linear reduction in error but with a per-iteration level of effort on the order of \( O(N) \). Alternatively, the stochastic sub-gradient descent (SGD) algorithm is that the sample size be maintained at a constant \( M_t = M \ll N \) throughout the iterations. This, however, would lead to biased sampling in the iterates given Theorem \((\mathbf{3})\) which provides only \( M_t = N \) as a control. Fixed bias violates a basic requirement for SGD that the gradient estimator \( \nabla \bar{R}_M(\xi) = \Theta(\nabla \bar{R}(\theta)) \) (see, e.g., 4.3 in \((\mathbf{3})\)). Hence, convergence of our sub-gradient descent scheme cannot be guaranteed when \( M_t = M \), \( \forall t \). In the following theorem, we show that a growing \( M_t \) ensures convergence. Additionally, our choice of geometrically increasing \( M_t \) and fixed step sizes \( \gamma \) is efficient w.r.t. the total computational budget \( W_t \) that is expended up until iterate \( t \), which is the sum of the amount of individual work \( w_t \) in
each iterate. Define the ratio \( \nu_t := M_t/M_{t+1} \) as the growth factor of the sequence \( \{M_t\} \), and the expected optimality gap \( O_{t+1} := \mathbb{E}[M_t(R(\theta_{t+1})) - R(\theta_{t+0})] \) which drops as \( M_t \to N \).

Theorem 5. Suppose the constant step-size \( \gamma_t = \gamma \) satisfies \( \gamma \leq \min\left( \frac{1}{\nu^4}, 4c \right) \), \( \forall t \). Let \( r = 1 - \frac{\rho}{\nu} \). We then have: (a) If \( M_t \) grows geometrically with parameter \( \nu < r \), then for \( t \leq t_{\max}, O_{t+1} = O(r^t) \). Further, if we use DKL-constraints, then \( O_{t+1} = O(W_t^{-1}(r/\nu)^t) \), and if \( D_{KL} \)-constraints are used then \( O_{t+1} = O(W_t^{1/2}(r/\nu)^t/t) \); (b) If \( M_t \) grows sub-geometrically, then \( O_{t+1} = O(w_t^{-1}) \).

Theorem 5 establishes that any sub-geometric rate of growth will lead to sub-optimal reduction in the optimality gap w.r.t. the total computational effort. Intuitively, this can be understood to happen because the stochastic error drops to zero much slower than the deterministic error that can be attained for strongly convex optimization objectives, and thus the stochastic error dominates. This yields that sub-geometric rates are suboptimal in the sense that \( W_t O_{t+1} \to \infty \) as \( t \to \infty \), indicating that the error \( O_t \) is unable to drop fast enough compared to the rate at which \( W_t \) grows.

Geometrically increasing the sampling will, on the other hand, attain a balance between the rate of convergence of the stochastic error and the deterministic improvement possible for strongly convex functions, thus attaining a better balance between the optimality gap and the level of computational effort. The fastest convergence is attained when \( \nu = r \), eliminating the \( (r/\nu)^t \) inflation factor. However, \( r \) depends on \( c \) and \( L \) through \( \gamma \), so it is hard to obtain in practice.

3. EXPERIMENTAL RESULTS

Numerous experiments were conducted to empirically evaluate our new SGD algorithm in comparison with the full-gradient algorithm based on two data sets from [8]: HIV-1 Protease Cleavage; and Adult Income. Additional details on both data sets for our experiments is provided in [9].

Each data set was split by randomly selecting 25\% of the data selected for testing, with the remaining data used for training. Empirical results from twenty experimental runs under our sub-gradient algorithm and under the full-gradient algorithm are presented in Figure 1(a) and (b) for the HIV-1 data set and in Figure 1(c) and (d) for the Adult Income data set; the bold dashed and solid lines respectively illustrate the average of the twenty runs. The constraint parameter \( \rho \) was set to 0.1, with the corresponding figures for different values of \( \rho \) provided in [10]. The leftmost plots compare the robust loss performance objective of the two algorithms based on the training testing data, and the rightmost plots compare the fractional misclassification performance of the two algorithms based on the testing data. We observe from these experiments that our proposed SGD algorithm outperforms the full-gradient method for each value of \( \rho \) considered, with the best results obtained for \( \rho = 0.1 \). We further note that our method can become somewhat unstable when the \( \rho \) value becomes sufficiently large, which is consistent with our above results prescribing \( \rho < 1 \).
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