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ABSTRACT

In this paper we extend an approximation first proposed by Fagin \cite{Fagin82} for the LRU cache under the independence model to systems where requests for different contents form independent stationary and ergodic processes. We show that this approximation becomes exact as the number of contents goes to infinity while maintaining the fraction of the contents that can populate the cache to be constant. Last, we provide results on the rate of convergence.
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1. INTRODUCTION

Caches form a key component of many computer networks and systems. Moreover they are becoming increasingly more important with the current development of new content-centric network architectures. A variety of cache replacement algorithms has been introduced and analyzed over the last few decades, most based on the least recently used algorithm (LRU). Considerable work has focused on analyzing these policies. However even the simple LRU policy defies exact analysis that leads to computationally tractable results. This has led instead to the development of accurate approximations, \cite{Fagin82, Najjar85, Towsley85}.

The most useful approximation for LRU was introduced by Fagin in \cite{Fagin82} for the independent reference model (IRM). Briefly, Fagin introduced the concept of a characteristic time (our terminology) and showed asymptotically that the performance of LRU converges to that of a TTL cache with a timer set to the characteristic time. This work disappeared and several papers \cite{Najjar85, Towsley85} reintroduced this approximation. More recently, \cite{Jiang} extended the characteristic time (CCT) approximation to a setting where requests for distinct contents are independent and described as renewal processes. The accuracy of this approximation is supported by simulations but a theoretical basis is lacking. Providing a theoretical justification of this extended CCT approximation is the focus of this paper.

The main contribution of this paper is to extend Fagin’s results for LRU under IRM assumptions to the more general setting where requests for different content are independent of each other but requests to each content are described by a stationary and ergodic process. Based on these results, we develop a CCT approximation for the performance of an LRU cache. Furthermore, we develop bounds on the error introduced by the CCT approximation along with a convergence rate of the approximation to the asymptotic limit as the cache size and number of contents increase to infinity.

The rest of the paper is organized as follows. Section \ref{sec:Model} presents our model of an LRU cache under a general request model. Section \ref{sec:Approximation} presents the extension to Fagin’s result to the case where requests for contents are described by independent stationary and ergodic processes. Section \ref{sec:RateConvergence} investigates the rate of convergence of the LRU cache hit probability to the TTL cache hit probability. Last, concluding statements are provided in Section \ref{sec:Conclusions}.

2. MODEL

We consider a cache of size $C$ serving $n$ unit size contents labelled $i = 1, \ldots, n$ where $C \in (0, n)$. Requests for the contents are described by $n$ independent stationary and ergodic point processes $N_i := \{t_i(k), k \in \mathbb{Z}\}$, where $-\infty < t_i(-1) < t_i(0) \leq 0 < t_i(1) < \cdots < \infty$ represent the successive request times to content $i = 1, \ldots, n$ having probability measure $P_i$. Let $0 < \lambda_i < \infty$ denote the intensity of request process $N_i$, i.e., the long term average request rate for content $i$ (see e.g. \cite{Towsley85} Sections 1.1 and 1.6 for an introduction to stationary and ergodic point processes).

Let $P_0^0$ be the Palm probability associated with the point process $N_i$ (see e.g. \cite{Towsley85} Eq. (1.2.1)). In particular, $P_0^0[t_i(0) = 0] = 1$. In other words, under $P_0^0$ content $i$ is requested at time $t = 0$. Define $G_t(x) = P_0^0[t_i(1) \leq x]$, the cdf of the duration between two successive requests to content $i$ under $P_0^0$. It is known that $E_0^0[t_i(1)] = 1/\lambda_i$ \cite{Towsley85} Exercise 1.2.1], with $E_0^0$ the expectation operator associated with $P_0^0$.

Last, we define $P_0^0$, the Palm probability associated with the point process $\{t(k), k \in \mathbb{Z}\}$, $-\infty < \cdots < t(-1) < t(0) \leq 0 < t(1) < \cdots \leq \infty$, resulting from the superposition of the $n$ independent point processes $N_1, \ldots, N_n$. Under $P_0^0$ a content is requested at $t = 0$ (since $P_0^0[t(0) = 0] = 1$). Let $X_0 \in \{1, \ldots, n\}$ denote this content. We denote by $E_0^0$ the expectation operator associated with $P_0^0$. It is known that (see e.g. \cite{Towsley85} Section 1.4.2)

$$P_0^0[X_0 = i] = \frac{\lambda_i}{\Lambda_0'} =: p_i^{(n)},$$  

(1)
with \( \Lambda^{(n)} := \sum_{i=1}^{n} \lambda_i \).

For any cdf \( F \) with support in \( [0, \infty) \), let

\[
\hat{F}(x) = \frac{1}{EF} \int_0^x \hat{F}(y)dy,
\]

where \( \hat{F} = 1 - F \) is the cdf, and \( EF = \int_0^{\infty} F(y)dy \) is the mean. It is well-known that (see e.g. [1], Section 1.3.4)

\[
P[-t_i(0) \leq x] = P[t_i(1) \leq x] = \lambda_i \int_0^x \hat{G}_i(y)dy = \hat{G}_i(x)
\]

for each \( i \). We assume that

\[
G_i(x) = G(\lambda_i x).
\]

for some cdf \( G \) with mean 1. Note that (3) holds if \( G_i(\cdot) \) is the exponential distribution. It follows from (2) and (3) that

\[
\hat{G}_i(x) = \hat{G}(\lambda_i x).
\]

We also assume that there exists a continuously differentiable cdf \( F \) with support in \( [0,1] \) such that for \( i = 1, 2, \ldots, n \),

\[
p_i^{(n)} = F\left(\frac{i}{n}\right) - F\left(\frac{i-1}{n}\right) = \frac{1}{n} F'(\xi_i^{(n)}),
\]

where \( \xi_i^{(n)} \in \left( \frac{i-1}{n}, \frac{i}{n} \right) \). The existence of \( \xi_i^{(n)} \) is guaranteed by the mean-value theorem. We assume that \( F'(x) > 0 \) a.e. on \([0,1]\). We allow \( F'(0) \) to be infinite, to allow Zipf’s law in particular.

Let \( Y_i(t) = 1 \) if content \( i \) was requested during the interval \([-t, 0]\) and \( Y_i(t) = 0 \) otherwise. With this notation, \( Y(t) := \sum_{i=1}^{n} Y_i(t) \) is the number of distinct contents requested during \([-t, 0]\). Let \([-\tau, 0]\) be the smallest past interval such that there have been \( C \) distinct contents referenced in that interval, i.e.,

\[
\tau = \inf\{ t : Y(t) \geq C \}.
\]

Note that if we reverse the arrow of time, we obtain in steady-state statistically the same request processes, and \( \tau \) is a stopping time for the process \( Y(t) \). The stationary hit probability of an LRU cache is then given by

\[
H_{LRU}^{0} = P^0[Y_{X_0}(\tau) = 1].
\]

If the cache is a TTL cache with timer \( T \), the stationary hit probability is

\[
H_{TTL}^{0}(T) = P^0[Y_{X_0}(T) = 1].
\]

Note that \( P^0[Y_{X_0}(\tau) = 1] \) and \( P^0[Y_{X_0}(T) = 1] \) are the stationary hit probabilities of content \( i \) in an LRU cache and in a TTL cache with timer \( T \), respectively. Define

\[
\beta^*(\nu) = \int_0^1 \hat{G} \nu F'(x)dx, \quad h^*(\nu) = \int_0^1 F'(x)G(\nu F'(x))dx.
\]

The next section shows that, as \( n \) becomes large, an LRU cache behaves as a TTL cache with a timer value that we identify.

3. ASYMPTOTIC BEHAVIOR

Throughout \( T_n(\nu) = n\nu/\Lambda^{(n)} \) and \( \beta_0 \in (0, 1) \).

**Proposition 2.** Assume that \( C \sim \beta_0 n \). Then,

\[
\lim_{n \to \infty} H_{LRU}^{n} = \lim_{n \to \infty} H_{TTL}^{n}(T_n(\nu_0)) = h^*(\nu_0),
\]

where \( \nu_0 \) is the unique solution in \((0, \infty)\) of \( \beta^*(\nu) = \beta_0 \). If \( G \) is continuous then, as \( n \to \infty \),

\[
\max_{1 \leq i \leq n} \left| P^0[Y_i(\tau) = 1] - P^0[Y_i(T_n(\nu_0)) = 1] \right| \to 0.
\]

This result states that the hit probability of a LRU cache converges to that of a TTL cache with timer \( T \sim \nu_0 n/\Lambda^{(n)} \) as the cache size and number of contents increase to infinity. It was first proved rigorously by Fagin [1] in the IRM setting. Proposition 3 provides a rigorous extension of Fagin’s result to independent and stationary request processes. It is easy to extend this proposition to several content popularity cdfs. The latter setting is useful when, for instance, several service providers share a common LRU cache and that contents associated with different providers exhibit different popularity probability distributions - see [2] for details.

The proof of Proposition 3 relies on the three following lemmas whose proofs are found in [2].

**Lemma 1.** The equation \( \beta^*(\nu) = \beta_0 \) has a unique solution \( \nu = \nu_0 \) in \((0, \infty)\).

The next lemma focuses on the hit probability in a TTL cache with timer \( T \) as the number of contents \( \to \infty \).

**Lemma 2.** For \( \nu > 0 \),

\[
\lim_{n \to \infty} H_{TTL}^{0}(T_n(\nu)) = h^*(\nu).
\]

**Lemma 3.** For \( T \geq 0 \),

\[
\begin{align*}
P^0[Y_{X_0}(\tau) = 1, \tau \leq T] & \geq P^0[Y_{X_0}(T) = 1, \tau \leq T] \geq P^0[Y_{X_0}(T) = 1, \tau \geq T].
\end{align*}
\]

The next lemma shows that \( \tau \) is concentrated around \( T_n(\nu_0) \).

**Lemma 4.** Assume that \( C \sim \beta_0 n \). For \( \nu_1 < \nu_0 < \nu_2 \),

\[
\lim_{n \to \infty} P^0[\tau > T_n(\nu_1)] = \lim_{n \to \infty} P^0[\tau > T_n(\nu_2)] = 0.
\]

We are now in position to prove Proposition 3.

**Proof of Proposition 3.** Let \( \nu_1 < \nu_0 < \nu_2 \). We have

\[
H_{LRU} = P_0^0[Y_{X_0}(\tau) = 1] \geq P_0^0[Y_{X_0}(\tau) = 1, \tau \geq T_n(\nu_1)]
\]

\[
\geq P_0^0[Y_{X_0}(T_n(\nu_1)) = 1, \tau \geq T_n(\nu_1)] \quad \text{by Lemma 3}
\]

\[
= P_0^0[Y_{X_0}(T_n(\nu_1)) = 1] = P_0^0[\tau > T_n(\nu_1)]
\]

\[
= H_{TTL}^{0}(T_n(\nu_1)) - P_0^0[\tau < T_n(\nu_1)].
\]

With the help of Lemmas 2 and 3 we find

\[
\liminf_{n \to \infty} H_{LRU}^{n} \geq \lim_{n \to \infty} H_{TTL}^{n}(T_n(\nu_1)) = h^*(\nu_1).
\]

Letting \( \nu_1 \to \nu_0 \) gives \( \liminf_{n \to \infty} H_{LRU}^{n} \geq h^*(\nu_0) \). For the other direction, note that

\[
H_{LRU} = P_0^0[Y_{X_0}(\tau) = 1] \leq P_0^0[Y_{X_0}(\tau) = 1, \tau \geq T_n(\nu_2)] + P_0^0[\tau > T_n(\nu_2)]
\]

\[
\leq P_0^0[Y_{X_0}(T_n(\nu_2)) = 1, \tau \leq T_n(\nu_2)] + P_0^0[\tau > T_n(\nu_2)]
\]

\[
\leq P_0^0[Y_{X_0}(T_n(\nu_2)) = 1] + P_0^0[\tau > T_n(\nu_2)]
\]

\[
= H_{TTL}^{0}(T_n(\nu_2)) + P_0^0[\tau > T_n(\nu_2)],
\]

where (11) follows from Lemma 3. With the help of Lemmas 2 and 3 we obtain

\[
\limsup_{n \to \infty} H_{LRU}^{n} \leq \lim_{n \to \infty} H_{TTL}^{n}(T_n(\nu_2)) = h^*(\nu_2).
\]
Letting \( \nu_2 \to \nu_0 \) yields \( \lim_{n \to \infty} H^{1_{\text{LRU}}} \leq h^*(\nu_0) \). Therefore, \( \lim_{n \to \infty} P_0^{1_{\text{LRU}}} \leq h^*(\nu_0) \). The proof of the uniform convergence result (10) can be found in [3].

4. RATE OF CONVERGENCE

In this section we investigate the rate of convergence of \( H^{1_{\text{LRU}}} \) to \( H^{1_{\text{TTL}}} \), where the timer \( T_0 \) is defined below. A \( \Lambda_n \) is defined as 1. Define \( C(T) = \mathbb{E}[Y(T)] \), the expected number of contents in a TTL cache with timer \( T \).

**Lemma 5.** \( C(T) = \sum_{i=1}^n \tilde{G}_i(T) \) and \( T \to C(T) \) is strictly increasing for all \( T \) such that \( C(T) < n \).

From \( C(0) = 0 \), \( C(\infty) = n \) and the strict increasingness of \( T \to C(T) \), we know that \( C(T) = C(0, n) \) has a unique solution in \( (0, \infty) \), which we call \( T_0 \). Define \( \mu_0 = C(T_0) = \sum_{i=1}^n \lambda_i \) and \( \tilde{T}_0 \). Assume that \( \mu_0 > 0 \). Let \( \delta_i = 0 \) if the request process for content \( i \) is Poisson and \( \delta_i = 1 \) otherwise.

**Proposition 2.** Let \( \delta = \max_{1 \leq i \leq n} \delta_i \) and \( \mu \in (0, \mu_0) \).

Suppose there exist a constant \( B \) and \( \rho \in \left[ \frac{\delta}{\mu_0}, \min \left\{ 1, \frac{\mu_0 - \mu}{\mu_0} \right\} \right] \) such that
\[
|\tilde{G}_i(T_0) - \tilde{G}_i(T_0 + \varepsilon T_0)| \leq B \varepsilon 
\]
for \( \varepsilon \in \left[ \frac{\delta}{\mu_0}, \rho \right] \). (12)

Let \( D_0 = \sqrt{\frac{2}{\pi}} \mu T_0 \). Assume \( D_0 / B \geq \sqrt{2} \) and
\[
1 + \sqrt{\frac{\log D_0}{B}} \leq D_0 \rho - \sqrt{\frac{2}{\pi}} \delta.
\]

Then,
\[
\Delta_n(T_0) := |H^{1_{\text{LRU}}} - H^{1_{\text{TTL}}}(T_0)| \leq \max_{1 \leq i \leq n} \left| \mathbb{P}^0[Y_i(\tau) = 1] - \mathbb{P}^0[Y_i(T_0) = 1] \right|
\]
\[
\leq B \delta + \frac{B}{D_0} \left( \frac{\log D_0}{B} + 1 + \sqrt{2} \right).
\]

See [3] for the proof. Note that (12) holds for a large class of distributions.

**Example 1.** For Poisson arrivals, \( \tilde{G}_i(t) = e^{-\lambda_i t} \). For any \( \varepsilon \geq 0 \),
\[
0 \leq \tilde{G}_i(T_0) - \tilde{G}_i(T_0 + \varepsilon T_0) = e^{-\lambda_i T_0} (1 - e^{-\lambda_i \varepsilon T_0}) \leq \lambda_i T_0 e^{-\lambda_i \varepsilon T_0} \leq e^{-\varepsilon}.
\]

For \( \varepsilon \in [0, 1] \),
\[
0 \leq \tilde{G}_i(T_0 - \varepsilon T_0) - \tilde{G}_i(T_0) \leq \sup_{\varepsilon \geq 0} e^{-\varepsilon} (e^{\varepsilon} - 1) = (1 - \varepsilon)^{1/2} \varepsilon.
\]

Thus (12) holds with \( B = 1 \) and \( \rho = \mu_0 - \mu \).

**Example 2.** Suppose \( G_i \)'s are continuously differentiable. By the mean value theorem, there exists \( \xi_i \in [1, 1 + \varepsilon] \) such that
\[
0 \leq \tilde{G}_i(T_0) - \tilde{G}_i(T_0 + \varepsilon T_0) = G_i(\xi_i T_0) \varepsilon T_0 \leq \xi_i T_0 G_i(\xi_i T_0) \varepsilon T_0 \leq \sup_{\xi \geq 0} G_i'(\xi) \varepsilon.
\]

Similarly, there exists \( \zeta_i \in [1 - \varepsilon, 1] \) such that
\[
0 \leq \tilde{G}_i(T_0 - \varepsilon T_0) - \tilde{G}_i(T_0) = G_i'(\zeta_i T_0) \varepsilon T_0 \leq \sup_{\zeta \geq 0} G_i'(\xi) \varepsilon.
\]

Below is the rate of convergence for Poisson arrivals.

**Corollary 1.** Assume that \( \delta_i = 0 \) for each \( i \). If \( C \sim \beta_0 n \), \( \min \lambda_i = \Omega(n^{-\gamma}) \) for \( 1 \leq \gamma < 3/2 \),
\[
\Delta_n(T_0) \leq \max_{1 \leq i \leq n} \left| \mathbb{P}^0[Y_i(\tau) = 1] - \mathbb{P}^0[Y_i(T_0) = 1] \right|
\]
\[
= O \left( \frac{n^{3/2}}{n^{3/2}} \sqrt{\log n} \right).
\]

5. CONCLUSIONS

In this paper, we developed an approximation for the aggregate and individual content hit rates of an LRU cache for the case that content requests are described by independent stationary and ergodic processes. This approximation extends one first proposed and studied by Fagin [3] for the independent reference model and provides the theoretical basis for approximations introduced in [3] for content requests described by independent renewal processes. We showed that the approximations become exact in the limit as the number of contents goes to infinity while the ratio of this and the cache size remains constant. Lastly, we established the rate of convergence for the approximation as number of contents increases.

Future directions include extension of these results to other cache policies such as FIFO and random and to networks of caches. In addition, it is desirable to relax independence between different content request streams.
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