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ABSTRACT
In this paper we provide a model for analyzing the saturation throughput of the IEEE 802.15.4 MAC protocol, which is the de-facto standard for wireless sensor networks, ensuring fair access to the channel. To this end, we introduce the concept of a natural layer, which reflects the time that a sensor node typically has to wait prior to sending a packet. The model is simple and provides new insight how the throughput depends on the protocol parameters and the number of nodes in the network. Validation experiments with simulations demonstrate that the model is highly accurate for a wide range of parameter settings of the MAC protocol, and applicable to both large and small networks. As a byproduct, we discuss fundamental differences in the protocol stack and corresponding throughput models of the popular 802.11 standard.

Keywords
IEEE 802.15.4, performance, throughput, natural layer, sensor network

1. INTRODUCTION
Over the past few years, the use of sensor networks has been growing at an unprecedented rate, which is not likely to slow down in the near future. Consequently, sensor networks are expected to process highly increasing amounts of sensor data, stressing the processing capabilities of the network. This development has raised the need for sensor network providers to understand the speed limitations of the network. Motivated by this, in this paper we propose a model to analyze how the saturation throughput of a network depends on the MAC protocol parameters and the number of nodes in the network.

The most widely used standard for sensor networks is the IEEE 802.15.4 protocol, which is aimed at providing low-cost, low-power communications for resource-limited devices. It is particularly suitable for sensor networks, since sensor nodes are typically battery powered and have few computational resources available. Part of this standard is the MAC protocol, which is responsible for governing access to the wireless channel. In particular, it describes the collision avoidance (CSMA-CA) mechanism employed by nodes to limit loss of packets due to collisions. In essence, this mechanism instructs nodes to wait a random amount of time before attempting a transmission. This randomization of medium access does, however, come at a price, because it decreases the effective throughput that can be obtained compared to the maximum specified in the standard.

In the literature, much work has been done on analyzing throughput of the IEEE 802.15.4 MAC protocol. The authors of [1] analyze both throughput and delay of the unslotted IEEE 802.15.4 MAC for a simple network containing a single node. They formulate an expression for the throughput and the delay in terms of the protocol parameters, and verify these with results from a real sensor network. [2] looks at the unslotted MAC in more detail and formulates a three-dimensional Markov Chain for the CSMA-CA process. From this, the authors find an expression for the stationary distribution of the Markov chain, and use a fixed-point iteration on three unknown variables to derive expressions for link reliability, packet delay, and energy consumption. The results are valid for both a network in star formation, as well as for a general multi-hop network. For large-scale networks the authors construct an approximate model, in order to keep computations numerically tractable. Simulations are used to validate their model. [3] analyzes throughput for the MAC by combining a renewal process for the physical layer with a semi-Markov process for the MAC layer. Their analysis results in a fixed-point iteration on the idle probabilities of each backoff stage in the CSMA-CA process. The throughput obtained from this model closely resembles values observed in a discrete event simulation.

For the slotted MAC, [4] takes an approach similar to [2]. The authors investigate throughput by constructing a two-dimensional Markov Chain, and derive an expression for the throughput using a fixed-point iteration on three unknown variables. They then compare the results of the model with the outcome of simulations, and demonstrate that their model accurately captures the throughput. In [5] the authors look at various performance metrics, including throughput and average service time for a transmission. Their method relies on viewing a cycle of a transmission and the subsequent waiting by a node as a renewal process. They derive a model that is solved via a fixed point iteration, and
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is sent. The next packet goes through the same procedure, starts again. This procedure is repeated until the packet is, the node sends the packet. If, however, the channel backoff at times is defined in slots that the node has to wait. The length (in seconds) of this waiting time is determined by the parameter \( \text{macMinBE} \). This time is drawn uniformly from the interval \([0, W_0 - 1]\). Then it waits until this backoff time has passed, and does a channel assessment. If the channel is busy, the process moves to layer 1. The window in layer 1 is twice as large as that of layer 0 (\( W_1 = 2 \cdot W_0 \)) because of the doubling of the window. The node now draws a backoff time from \([0, W_1 - 1]\), and again waits until this time has passed. The window is repeatedly doubled until the backoff exponent reaches \( \text{macMaxBE} \) (layer \( m \)), at which point the doubling is disabled. The CSMA-CA process then continues until the packet is sent successfully.

### 2.2 Assumptions

Before starting our throughput analysis we mention several assumptions we make in this paper.

1. All nodes in the network are within sensing range of each other.
2. The network is saturated, meaning that nodes always have a packet ready for transmission. Consequently, there are no periods of inactivity on the channel caused by a lack of packets.
3. The network is in non-beacon mode, and uses the unslotted CSMA-CA mechanism.
4. Packets go through the CSMA-CA mechanism until they are sent.
5. Acknowledgements are disabled.

Assumptions 1-4 are made so that our analysis closely resembles the scenario analyzed in [6] for 802.11. Note that Assumption 2 may not be realistic for lightly loaded sensor networks, but provides a valuable throughput-performance guarantee for heavily loaded 802.15.4-based sensor networks. The last assumption is revisited in Section 6.

### 2.3 Preliminary remarks

**Notation.** The IEEE 802.15.4 MAC specifies several variables that influence its operation, for instance the \( \text{macMinBE} \) and \( \text{macMaxBE} \) that we saw previously. These are quite cumbersome in a mathematical analysis, so we use a different notation in the remainder of this paper. Table 1 provides

<table>
<thead>
<tr>
<th>Layer</th>
<th>Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( W_0 )</td>
</tr>
<tr>
<td>1</td>
<td>( W_1 )</td>
</tr>
<tr>
<td>( m )</td>
<td>( W_m )</td>
</tr>
</tbody>
</table>

**Figure 1:** The csma-ca mechanism applied by each node in the network.

demonstrate its accuracy by comparing it to results from a discrete event simulation.

Although the papers mentioned above provide insight into the throughput behavior of sensor networks, the models involved are typically rather complex. Motivated by this, the goal of this paper is to provide a simple yet accurate model for analyzing the throughput in sensor networks. To this end, we propose a new concept called the natural layer which reflects the time a sensor node typically has to wait as part of the CSMA-CA process prior to sending a packet (as detailed in Section 2.1). Using this concept, we develop a simple model for determining the throughput. Contrary to existing models, our model does not require calculating the stationary distribution of a Markov chain, and uses a fixed-point iteration with just one unknown variable (the natural layer). Additionally, our model provides new insights into the differences between IEEE 802.15.4 and the popular 802.11 standard. In particular, we highlight the aspect of 'freezing' over understanding of the throughput. We conclude in Section 7 with concluding remarks and ideas for future research.
Continuous backoff time. For this paper, we assume that the random backoff times in the CSMA-CA mechanism are drawn from a continuous uniform distribution, even though IEEE 802.15.4 specifies a discrete uniform distribution. This is done purely for notational convenience, and our method works for discrete uniform distributions as well.

Channel speed. We set the channel speed (and thus the maximum throughput) to 250,000 b/s. The IEEE 802.15.4 standard specifies several options for the channel speed, depending on configuration and geographical location. Our choice for the channel speed is not essential to the model in this paper; it works for other channel speeds as well. To emphasize this, we always normalize the throughput to the interval [0, 1] when reporting on it.

Unit of time. At first, it seems natural to report on time in units of seconds, but this has several drawbacks. First, the time scales involved are small (in the order of fractions of milliseconds), and are thus somewhat laborious to work with. Second, the times depend on the speed of the channel, and this can vary per configuration and per geographical region. Even though we choose a certain channel speed in this paper, we refer to later in this paper.

We start our throughput analysis by looking at a simplified version of the CSMA-CA mechanism. In this section we assume that \( m = 0 \), i.e., that the CSMA-CA uses just one layer (layer 0). This simplified scenario forms an introduction to the complete throughput analysis, later in this paper.

Fig. 2 shows \( n \) nodes going through the CSMA-CA process of transmitting packets (marked by \( T \)) and backoff (\( u_1, \ldots, u_n \)). The interval lengths \( u_1, \ldots, u_n \) are backoff times drawn from the uniform distribution on interval \([0, W_0 - 1]\) (all nodes are at backoff layer 0 in our simplified scenario). Node 1 is the first to send a packet, and during the transmission at node 1, the other nodes are going through several backoff periods. In particular, node 2 starts three backoff periods (of length \( u_{2,1}, u_{2,2}, u_{2,3} \), respectively), and node \( n \) starts two periods (of length \( u_{n,1} \) and \( u_{n,2} \)). At the end of the transmission at node 1, this node also starts a backoff period (of length \( u_{1,1} \)). The first backoff period to end after the transmission at node 1 is the one of length \( u_{2,3} \) at node 2, so the next transmission occurs at node 2. This process continues over time.

For determining throughput, we analyze the time that the channel is idle in between two transmissions. In Fig. 2, this idle time (denoted by \( I_L \)) is the time between the end of the transmission at node 1, and the start of the next transmission at node 2. Note that at the end of the packet transmission at node 1, the other nodes have already partly gone through a backoff period. Node 1, in contrast, starts a new backoff period. Our throughput analysis takes these two aspects into account: we determine the distribution of the channel idle time using the distribution of the length of the backoff period at node 1, and using the distribution of the residual of the backoff periods at the other nodes.

To start the analysis we introduce some notation, see also Table 1. \( U^{(k)}_0 \) is the random variable representing the backoff time at layer 0 for node \( k \) (\( 1 \leq k \leq n \)). It is uniformly distributed (continuously, by assumption) on the interval \([0, W_0 - 1]\). The corresponding probability density function (pdf) and cumulative distribution function (cdf) are denoted by \( f_{U^{(k)}_0}(t) \) and \( F_{U^{(k)}_0}(t) \), respectively.

Next we formulate the distribution of the residual of \( U^{(k)}_0 \). To be precise, suppose a node starts a backoff period of length \( t \) and the node that is currently sending a packet finishes at time \( s \in \[0, t\] \). We are then interested in the distribution of the residual backoff time \( t - s \). We denote

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_0 )</td>
<td>Backoff window for layer 0 (( = 2^{m^{\text{macMinBE}}} ))</td>
</tr>
<tr>
<td>( m )</td>
<td>( \text{macMaxBE-macMinBE} )</td>
</tr>
<tr>
<td>( W_m )</td>
<td>Maximum backoff window (( = 2^m ))</td>
</tr>
<tr>
<td>( U^{(k)}_x )</td>
<td>Random variable for the backoff time at layer ( x ) for node ( k ) (( 0 \leq k \leq n ))</td>
</tr>
<tr>
<td>( U^{(k)}_x )</td>
<td>Random variable of the remainder of ( U^{(k)}_x )</td>
</tr>
<tr>
<td>( S_C )</td>
<td>Throughput on the channel</td>
</tr>
<tr>
<td>( S_N )</td>
<td>Throughput achieved by a single node</td>
</tr>
<tr>
<td>( T )</td>
<td>Number of time slots (possibly non-integer) required to send one packet</td>
</tr>
</tbody>
</table>

Table 1: Notation used in this paper.
the residual backoff time by \( V_0^{(k)} \), with pdf \( f_{V_0^{(k)}}(t) \) and cdf \( F_{V_0^{(k)}}(t) \). The density of \( U_0^{(k)} \) is given by
\[
f_{V_0^{(k)}}(t) = \frac{1 - F_{V_0^{(k)}}(t)}{E[U_0^{(k)}]}, \quad t > 0, \quad 1 \leq k \leq n,\]
which is the well-known distribution of the residual backoff time \(^1\).

For the throughput analysis we are interested in the idle time of the channel, i.e., the time in between the end of a transmission, and the start of the next one. If we assume, without loss of generality, that node 1 is the one finishing a transmission, then the idle time involves random variable \( U_0^{(1)} \) (for node 1), and \( U_0^{(2)}, \ldots, U_0^{(n)} \) for the remaining nodes. We are looking for the first backoff period to finish, i.e., the expectation of the minimum of these \( n \) random variables. The idle time for the channel, \( I_c \), is then given by \( I_c = \min\{U_0^{(1)}, U_0^{(2)}, \ldots, U_0^{(n)}\} \). First we determine \( F_{I_c}(t) \), the cdf of \( I_c \), for \( t > 0 \):
\[
F_{I_c}(t) = P(I_c \leq t)
= P(\min\{U_0^{(1)}, U_0^{(2)}, \ldots, U_0^{(n)}\} \leq t)
= 1 - P(\min\{U_0^{(1)}, U_0^{(2)}, \ldots, U_0^{(n)}\} \geq t)
= 1 - P(U_0^{(1)} \geq t) \cdot (P(U_0^{(1)} \geq t))^{n-1}
= 1 - (1 - F_{U_0^{(1)}}(t)) \cdot (1 - F_{U_0^{(1)}}(t))^{n-1}
= 1 - E[U_0^{(1)}] \cdot F_{U_0^{(1)}}(t) \cdot (1 - F_{U_0^{(1)}}(t))^{n-1}.
\]

In the fifth equality in Eq. (2) we used independence of the random variables \( U_0^{(1)}, U_0^{(2)}, \ldots, U_0^{(n)} \), and in the last equality we substituted Eq. (1). The expectation of \( I_c \) can now be obtained by integrating the tail probabilities:
\[
E[I_c] = \int_0^{W_0-1} P(I_c \geq t) dt
= \int_0^{W_0-1} (1 - F_{I_c}(t)) dt
= \int_0^{W_0-1} E[U_0^{(1)}] f_{U_0^{(1)}}(t) \cdot (1 - F_{U_0^{(1)}}(t))^{n-1} dt
= \frac{E[U_0^{(1)}]}{n}
= \frac{W_0 - 1}{2n},
\]
where we used in that last equality that \( U_0^{(1)} \) is uniform on \([0, W_0 - 1] \). Conform our expectation, with \( n = 1 \) the waiting time is half the initial backoff window \( W_0 \), and as \( n \to \infty \) the waiting time tends to 0. The throughput \( S_c \) is now computed using
\[
S_c = \frac{T}{T + E[I_c]} = \frac{T}{T + \frac{W_0 - 1}{2n}},
\]
with \( T \) the number of time slots needed to transmit a single packet. Numerical experiments in Section 5 demonstrate

\(^1\)For example, with \( U_0^{(k)} \) uniformly distributed on \([0, W_0 - 1] \), this density becomes \( f_{V_0^{(k)}}(t) = \frac{1 - \log(W_0 - 1)}{W_0 - 1} = \frac{W_0 - 1}{2} \).

that this expression does indeed capture the throughput accurately.

4. Multi-Layer Analysis

When the assumption of a single layer is dropped, the situation becomes considerably more complex. At the end of the packet transmission we now no longer know the distribution of the remaining \( n - 1 \) nodes. For instance, after the packet transmission at node 1 in Fig. 2, node 2 has been through two backoff periods and is busy with at least its third backoff period. It may even be more than that, since the figure does not show what happened at node 2 prior to the backoff period of length \( U_2^{(1)} \). Potentially, a throughput analysis of the multi-layer scenario involves a large and complex model including the behavior of individual nodes. Clearly, such models are intractable for larger networks with many nodes. In this section we provide a simple model for the throughput that allows us to overcome this issue.

Before continuing, we remind the reader that in a multi-layer scenario, the backoff window depends on the layer. To be precise, in layer \( x \) the window \( W_x \) is
\[
W_x = W_0 \cdot 2^{\min(x,m)}.
\]

So each time a node moves to the next backoff layer, the window is doubled, until it reaches layer \( m \). At layer 0, the window is \( W_0 \), and at layer \( x \geq m \) the window is \( W_0^m \). See also the description of the CSMA-CA protocol in Section 2.1.

For now, suppose that at the end of a packet transmission, the \( n - 1 \) other nodes are all at the same layer, and denote this layer by \( x \). Node 1, which just finished the transmission, is at layer 0. Following the notation of the previous section, we denote the backoff time at layer \( x \) for node \( k \) (\( 1 \leq k \leq n \)) by \( U_0^{(k)}(x) \), and the corresponding remainder by \( U_1^{(k)}(x) \). Then, we have \( I(x) = \min\{U_0^{(1)}(x), U_0^{(2)}(x), \ldots, U_0^{(n)}(x)\} \). Note that we changed notation from \( I \) to \( I(x) \), reflecting the dependency on layer \( x \). Repeating the steps of the previous section gives
\[
F_{I(x)}(t) = P(I(x) \leq t)
= P(\min\{U_0^{(1)}(x), U_0^{(2)}(x), \ldots, U_0^{(n)}(x)\} \leq t)
= 1 - P(\min\{U_0^{(1)}(x), U_0^{(2)}(x), \ldots, U_0^{(n)}(x)\} \geq t)
= 1 - P(U_0^{(1)}(x) \geq t) \cdot (P(U_0^{(1)}(x) \geq t))^{n-1}
= 1 - (1 - F_{U_0^{(1)}(x)}(t)) \cdot (1 - F_{U_0^{(1)}(x)}(t))^{n-1}.
\]

We can also compute \( E[I(x)] \) as before by integrating the tail probabilities via
\[
E[I(x)] = \int_0^{W_0-1} P(I(x) \geq t) dt.
\]
We now focus our attention on the throughput analysis of a single node. Without loss of generality, we assume that this is node 1. Prior to a packet transmission, node 1 spent some time waiting as part of the CSMA-CA process. By assumption, we know that it is currently at layer \( x \) and thus we also know how much time node 1 spent waiting: the sum of the expected backoff time at layers \( 0, \ldots, x \). However, for reasons that become apparent later, we need a sensible interpretation of a layer number \( x \) that is non-integer. Therefore, suppose that \( x = \lfloor x \rfloor + \alpha \), with \( \alpha \in [0, 1) \) and \( \lfloor x \rfloor \) the largest integer smaller than \( x \). When a node is at a decimal layer \( x \), we interpret this as it having to wait at all integer layers \( 0, \ldots, \lfloor x \rfloor \) plus a fraction \( \alpha \) at the layer with backoff window \( W_{\lfloor x \rfloor + \alpha} \). This interpretation is consistent with the integer view of layers when \( \alpha = 0 \) and when \( \alpha \) tends to 1.

With this interpretation, we denote the waiting time on a node by \( I_N(x) \) and calculate its expectation from

\[
E[I_N(x)] = \sum_{j=0}^{\lfloor x \rfloor} E[U^{(1)}_{I,j}] + \alpha E[U^{(1)}_{I,\lfloor x \rfloor}]. \tag{9}
\]

We can expand the sum in Eq. (9) further, taking care that the doubling is stopped after layer \( m \) and that we do not know whether \( x \) is larger or smaller than \( m \). With \( U^{(1)}_i \) uniformly distributed on \([0, W_0 - 1]\), some careful calculations yield

\[
E[I_N(x)] = \frac{\lfloor x \rfloor + 1}{2} + W_0 \min(\lfloor x \rfloor, m) + 1 - 1 \frac{m}{2} + \frac{W_0 m}{2} (x - m) + \alpha W_0 \min(x, m) - 1 \frac{1}{2}, \tag{10}
\]

where \( (x)^+ = \max(0, x) \). Similar to Eq. (4), we can derive the throughput of one particular node as

\[
S_N(x) = \frac{T}{T + E[I_N(x)].} \tag{11}
\]

We now have an expression for the throughput on the channel from \( S_N(x) \) in Eq. (8), and for the throughput provided by each node \( S_N(x) \) in Eq. (11). Since all nodes are identical, each node will contribute an equal share to the throughput on the channel. Therefore, the following consistency relation should hold:

\[
S_c(x) = n \cdot S_N(x). \tag{12}
\]

Analyzing the saturation throughput is now done by calculating a value \( x \) such that Eq. (12) holds. The following lemma and definition formalize the process.

**Lemma 1.** The consistency relation in Eq. (12) has a unique solution \( x^* \).

**Proof.** We begin the proof by inspecting Eq. (12) with \( n = 1 \), for which it reduces to \( E[I_N(x)] = E[I_N(x)] \). For \( E[I_N(x)] \), Eq. (7) is the same as Eq. (3) so that \( E[I_N(x)] = (W_0 - 1)/2 \). The same expression results from Eq. (10) if we calculate \( E[I_N(0)] \), and thus for \( n = 1 \) the natural layer is \( x^* = 0 \). This corresponds to intuition, since with a network containing 1 node, the channel is always free at the end of the backoff time at layer 0, and there is no need to go to higher layers.

To show uniqueness for the case with \( n > 1 \) we inspect the behavior at \( x = 0 \) and as \( x \to \infty \). At \( x = 0 \) we have \( E[I_N(0)] = W_0 - 1 \) (again from Eq. (3)), and thus that

\[
S_c(0) = \frac{T}{T + \frac{W_0 - 1}{2n}} = \frac{n \cdot T}{nT + \frac{W_0 - 1}{2n}}.
\]

From Eq. (10) we get \( E[I_N (0)] = \frac{W_0 - 1}{n} \) and thus

\[
n \cdot S_N(0) = \frac{n \cdot T}{T + \frac{W_0 - 1}{2}}.
\]

So at \( x = 0 \) we have \( n \cdot S_N(0) > S_c(0) \) (since \( n > 1 \)).

As \( x \to \infty \), \( E[I_N(x)] \) tends to infinity linearly, and thus \( S_N(x) \) tends to 0. However, \( E[I_N(x)] \) becomes constant as \( x \to \infty \), because the doubling of \( W_c \) is stopped when \( x > m \). Hence, \( S_c(x) \) also tends to a constant and as \( x \to \infty \) we have \( n \cdot S_N(x) < S_c(x) \). Consequently, somewhere in the interval \([0, \infty)\), there is a unique \( x = x^* \) where the monotonously decreasing \( S_N(x) \) crosses the constant \( S_c(x) \), so that \( S_c(x^*) = n \cdot S_N(x^*) \).

**Definition** We call the unique solution \( x^* \) to Eq. (12) the natural layer. Based on Eq. (10), the natural layer is interpreted as the expected amount of time that a node typically has to wait as part of the CSMA-CA process, prior to sending a packet.

Observe that there is no guarantee that the natural layer \( x^* \) is an integer, which is why we extended the interpretation of a layer to non-integer values. Also, in the proof of Lemma 1 we showed that for a network with \( n = 1 \) node our technique yields the correct throughput. When we look at large networks and let \( n \to \infty \), we see that \( F_{I_N}(0) = 1 \), that \( E[I_N(x)] \to 0 \), and thus that \( S_c(x) \to 1 \) (from Eqs. (6), (7), and (8), respectively). In other words, in large networks the expected idle time of the channel becomes 0, and the throughput rises to its maximum value of 1. This is indeed what we expect to see happening in our model for large networks.

In the next section we demonstrate that the throughput \( S_c(x) \) closely resembles the results of simulations.

### 5. EXPERIMENTS

We validate the model described in the previous section by comparing it to the results obtained from a discrete event simulation of the CSMA-CA process. Finding the throughput using our model is done by numerically finding the natural layer \( x^* \) for which Eq. (12) holds. Once \( x^* \) is found, we use Eq. (8) to calculate \( S_c(x^*) \).

In Fig. 3 we compare the throughput \( S_c \), obtained from our model (lines), to the results of the discrete event simulations (markers). The figure shows the throughput for varying number of nodes \( n \), and several IEEE 802.15.4 parameter settings (for easy notation we report \( W_0 \) and \( W_m \) instead of the corresponding parameter values for \( macMinBE \) and \( macMaxBE \)). The values from the analysis closely match those of the simulations, demonstrating that our analysis accurately captures the throughput. Also, as \( n \) increases the throughput tends to 1 for all parameter settings.

Note that with \( n = 1 \) the natural layer is always \( x^* = 0 \) and the multi-layer analysis in Section 4 should match the result of the single-layer analysis in Section 3. Substituting \( n = 1 \) in Eq. (4) yields the values in Table 2, which nicely match the left-most markers in Fig. 3.

Next, we inspect the natural layer numbers corresponding to the graphs in Fig. 3. These are plotted in Fig. 4, where for small \( n \) the lines show a slight curvature, and as \( n \) increases they suggest a linear increase in the natural layer. These effects are due to the MAC protocol stopping the doubling
of the backoff window after layer $m$. We expect that with a deeper analysis we are able to explain the effects in detail.

Figs. 3-4 demonstrate that despite its simplicity the model leads to an accurate prediction of the throughput for a wide range of protocol parameter settings.

6. DISCUSSION

In this section we make several remarks relevant to the throughput model discussed in this paper.

Comparison to 802.11. Many papers investigating saturation throughput are based on the seminal paper by Bianchi [6], who formulates a model for the throughput of a WLAN network as specified in the IEEE 802.11 standard. The MAC protocols of IEEE 802.11 and IEEE 802.15.4 (which is studied in the present paper) are quite similar, except for a property called freezing. In 802.11, a node that is backing off does a channel assessment at the end of each time slot, to see if the channel is busy. If the channel is busy, the backoff process is paused until the channel is free again. So during a transmission, all non-sending nodes are completely idle and are not backing off. This ‘freezing’ feature, which is absent in IEEE 802.15.4, has significant impact on the throughput performance of 802.11. Specifically, consider the three event types on the channel identified by Bianchi: a successful transmission, a collision between two or more packages, and a backoff event. The probability of these events is easy to derive from the two-dimensional discrete-time Markov chain (defined in [6]) that describes the evolution of the backoff state $i, k$,

where $i$ is the retransmission counter and $k$ is the backoff counter. For the IEEE 802.15.4 protocol the absence of freezing implies that three event types used in Bianchi can no longer be defined in the same way. A solution for this is to extend the Markov chain to include the duration of transmissions, as done in [2] and [4]. This solution, however, requires assuming that $T$ is an integer (which it is not by default) and adds further complexity to the Markov chain. As an alternative, in the present paper we propose a different approach by introducing the concept of a natural layer, allowing us to formulate a much simpler model for the throughput. Our model does not use a Markov chain, and is valid for non-integer values of $T$.

Collisions. A collision between packets occurs when two or more nodes finish backing off at the same time slot, see the channel idle, and consequently transmit a packet simultaneously. In the scenario with continuously distributed backoff times (as we assume in this paper), the probability of two or more nodes finishing a backoff period at the same time is 0. However, when we use a discrete distribution for the backoff times (as used in IEEE 802.15.4), collisions do seem possible: if two nodes draw the same (discrete) backoff time and start the backoff process at the same time, then they cause a collision.

There are, however, two factors in our experiments that make it unlikely that the two backoff processes start simultaneously. First, our discrete event simulation waits a random amount of time before processing the first packet. This amount of time is drawn from a continuous uniform distribution, thereby preventing the backoff process at the nodes to start simultaneously. In practice, such a precaution is advised as well. Second, a packet transmission is equivalent to a non-integer number of backoff steps.

To verify these observations, we change the distribution of the backoff time to a discrete uniform distribution, run simulations again, and record the number of packets that are involved in a collision during the simulation. We then compute the collision rate by dividing the total number of collided packets by the number of packets for which trans-
mission was attempted. The result is plotted in Fig. 5 (blue diamonds), and demonstrates that the collision rate is equal to 0, even for a large number of nodes. Next, we disable the random waiting time that is used before processing the first packet, and modify the packet size such that a transmission takes an integer number of backoff steps. Fig. 5 shows a collision rate that approaches 1 as the number of nodes in the network increases (black circles). This experiment demonstrates that the inclusion of a random waiting time prior to the first packet transmission and of the non-integer number of backoff steps needed for a packet transmission, effectively prevent collisions.

Avoiding long waiting times. Fig. 3 demonstrates that our model for the throughput accurately captures the throughput recorded in a discrete event simulation. However, a close look at the line corresponding to parameter values $W_0 = 8, W_m = 32$ (the IEEE 802.15.4 defaults) suggests a slight irregularity for our model at $n = 2$. This irregularity is exaggerated in Fig. 6, where we decrease the packet size from 1,250 to 250 bits and fix $W_0 = 8, W_m = 32$. For a small packets size, our model only captures throughput well for a large number of nodes.

The irregularity is due to a small packet size as compared to the backoff times. For example, suppose node 0 starts a packet transmission and the other $n-1$ nodes are backing off. Node 0 then transmits the packet, and draws a new backoff time from interval $[0, W_0 - 1]$. If the sum of this transmission time and backoff time is smaller than the residual backoff times at the other $n-1$ nodes, node 0 also transmits the next packet. Hence, in a scenario where the packet size is small and the residual backoff times are large, it is likely that several consecutive transmissions occur at node 0. We observed the tendency for consecutive transmissions in the discrete event simulation as well. The irregularity vanishes for increasing $n$ (the number of nodes), since then the minimal of the residual backoff times at the other $n-1$ nodes decreases.

Our model assumes, in Eq. (6), that the random variable for the residual backoff time $U_{n+1}^{W}$ of the $n-1$ waiting nodes are independent. In the situation described above, this assumption fails and our model no longer captures the throughput well. This is, however, not a severe restriction on our model: if a network operator expects mainly small packets, he has the option to choose appropriately small values for the window sizes, thereby avoiding situations with long waiting times. Our model can be used to find values for the protocol parameters such that waiting times are acceptable.

Near insensitivity to the backoff time distribution. Our throughput model is also valid for non-uniform backoff time distribution. Section 4 is written for general $U_{n+1}^{W}$, and only requires a change to the lower and upper bound of the integral in Eq. (7) if the distribution has a domain different from $[0,W_0]$. On the node level, Eqs. (9) and (11) remain valid, as does the consistency relation Eq. (12).

Enabling acknowledgements. In Section 2.2, we assume for modeling purposes that acknowledgements are disabled. To enable these, we need to extend our model with additional CSMA-CA process parameters. In particular, this includes the time needed by the sink to switch from reception to transmission, and the time a node needs to do a channel assessment. Interestingly, there is some disagreement in the literature concerning the latter parameter. In [4] and [5] the authors model two channel assessments for the sensor nodes, whereas in [2] and [3] the authors model only one. The section in the IEEE 802.15.4 standard describing the CSMA-CA process also does not say explicitly how many channel assessments should be done. In future work, we will investigate these issues in order to include...
acknowledgements in our model.

7. CONCLUSION AND FUTURE WORK

In this paper we presented a simple yet powerful method for analyzing the throughput of a network of sensor nodes running the IEEE 802.15.4 MAC protocol. After a description of the protocol, we introduced the concept of a natural layer. This concept allowed us to analyze the waiting time involved in the MAC protocol. Then, we formulated a model for the throughput on the channel, and a model for the contribution to the throughput of a single node. Combining these two resulted in an equation from which we numerically computed the natural layer, which in turn gave the throughput. The model was validated with experiments from a discrete event simulation, and demonstrated that our model accurately captures the throughput from the simulations.

In future work, we plan to extend the model by relaxing the assumptions made in Section 2.2. We intend to include non-saturated conditions (assumption 2), a maximum number of layers (assumption 4), and acknowledgements (assumption 5). In these steps we will continue to take potential collisions into account, via, e.g., explicit modeling or suitable changes to the experiment. Additionally, having an accurate model for the throughput allows us to analyze other quality of service aspects of the sensor network. For instance, the natural layer can be used to inspect the delay of a packet prior to being sent.

Acknowledgements

This work was performed within the project ‘Realisation of Reliable and Secure Residential Sensor Platforms’ of the Dutch program IOP Generiek Communicatie, with number IGC1020, supported by the Subsidieregeling Sterktes in Innovatie. We thank SURFsara [8] for the support in using the LISA Compute Cluster.

8. REFERENCES


