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In the present extended abstract we investigate the impact
that the scheduling policy has on the performance of re-
dundancy systems when the usual exponentially distributed
i.i.d. copies assumption is relaxed. In particular, we investi-
gate the performance, in terms of the total number of jobs
in the system, not only for redundancy-oblivious policies,
such as FCFS (First-Come-First-Serve) and ROS (Random-
Order-of-Service), but also for redundancy-aware policies of
the form Π1−Π2, where Π1 discriminates among job classes
and Π2 discriminates among jobs of the same class. Exam-
ples of first-level policies are LRF (Least-Redundant-First)
and MRF (Most-Redundant-First), where under LRF, re-
spectively MRF, within a server jobs with fewer copies, re-
spectively more copies, have priority over jobs with more
copies, respectively fewer copies. Second-level policies could
be FCFS or ROS.

Under the cancel-on-complete (c.o.c.) redundancy model,
an arriving job dispatches multiple copies to all compatible
servers, and departs when the first copy completes service.
Redundancy aims to exploit the variability of the queue
lengths and server capacities, potentially reducing the re-
sponse time.

The stability of redundancy models, which is the first per-
formance measure, has been studied in recent work and is
summarized in Anton et al. [2]. Under FCFS and when jobs
have independent and identically distributed (i.i.d.) copies,
the stability region is not reduced due to adding redundant
copies. The latter also holds for the so-called redundancy-d
model under the ROS and PS policies. When copies are in-
stead identical, the stability condition strongly depends on
the scheduling policy implemented in the servers. In par-
ticular, for exponential service times, the stability region of
the redundancy-d model is not reduced when the schedul-
ing policy is ROS, but it is dramatically reduced when the
scheduling policy is either FCFS or PS.

The impact of the redundancy policy on the number of
jobs in the system was first studied in [5, 6] for the FCFS
scheduling policy, where each job can dispatch i.i.d. copies to
any server in the system. Assuming NWU service time dis-
tributions, Koole and Righter [6] show that full replication
stochastically minimizes the number of jobs in the system at
any time. In contrast, for NBU service time distributions,
Kim et al. [5] show that no replication is optimal.

In [3,4], redundancy-aware policies are introduced. These
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papers investigate the impact that the implemented schedul-
ing policy has on the performance for nested redundancy
models with exponential service times and i.i.d. copies. In
[3], the authors consider the W -model and prove that imple-
menting FCFS in the servers is highly effective in reducing
the mean response time in the system, even though LRF is
optimal. However, LRF fails to be fair to non-redundant
jobs. In Gardner et al. [4], the authors consider general
nested systems and show that for LRF even if scheduling
more redundant jobs is better, the maximum gains come
from adding only a small proportion of redundant jobs.

In this extended abstract, we assume that jobs have gen-
eral service times and consider both the cases where copies
are independent and when they identical . Assuming that
jobs have independent and identically distributed (i.i.d.) copies,
we show the following: (i) When jobs have exponential ser-
vice times, LRF policies outperform any other policy. (ii)
When service times are New-Worse-than-Used, MRF-FCFS
outperforms LRF-FCFS as the variability of the service time
grows infinitely large. (iii) When service times are New-
Better-than-Used, LRF-ROS (resp. MRF-ROS) outperforms
LRF-FCFS (resp. MRF-FCFS) in a two-server system. State-
ment (iii) also holds when job sizes follow a general dis-
tribution and have identical copies (all the copies of a job
have the same size). Moreover, we show via simulation that,
for a large class of redundancy systems, redundancy-aware
policies can considerably improve the mean response time
compared to redundancy-oblivious policies. We refer to the
technical report [1] for further details.

1. MODEL DESCRIPTION
We consider a K parallel server system with heteroge-

neous capacities µs, for s ∈ S, where S = {1, . . . ,K} is the
set of all servers. Jobs arrive to the system according to
a Poisson process of rate λ. Each job is independently la-
belled with a class c that represents the subset of servers to
which it sends a copy: i.e., c = {s1, . . . , sn}, where n ≤ K,
s1, . . . , sn ∈ S and si ̸= sl, for all i ̸= l. We denote by C
the set of all classes in the system. An arriving job is with
probability pc of class c, with

∑
c∈C pc = 1. We assume that

the redundancy topology is nested, that is, the set of classes
C satisfies the following: for all job classes c, c′ ∈ C, either
i) c ⊆ c′ or ii) c′ ⊆ c or iii) c ∩ c′ = ∅. The W -model is a
particular nested system; this is a K = 2 server system with
job classes C = {{1}, {2}, {1, 2}}.

We denote by π a generic scheduling policy. We assume
that the policy π has no information on the actual size of the
copies, that is, it is non-anticipating. We introduce two-level



redundancy-aware scheduling policies π = Π1-Π2:

• The first-level policy Π1 determines the preemptive
priority among job classes.

• The second-level policy Π2 determines the scheduling
policy of jobs within the same class. This policy is as-
sumed to be size-unaware and non-preemptive within
the class. That is, once a job of a given class is started
at a server, no other job of the same class can be served
at that server until the given job has completed (at
some server).

Examples of first-level policies Π1 are Least-Redundant-First
(LRF) and Most-Redundant-First (MRF). Examples of second-
level policies Π2 are FCFS and ROS. The latter are also
examples of single-level redundancy-oblivious policies.

For a given scheduling policy π, we denote by Nπ(t) the
total number of jobs present in the system at time t.

We aim to compare the performance of the system under
different scheduling policies. We have the following stochas-
tic ordering definition.

Definition 1. For two nonnegative continuous random vari-
ables X and Y , with respective cumulative distributions F
and G, and F̄ (x) = 1− F (x) and Ḡ(x) = 1−G(x), we say
that X ≥st Y , that is, X is stochastically larger than Y , if
F̄ (x) ≥ Ḡ(x) for all x ≥ 0.

We let X denote the service time distribution of a job
when it is served at capacity 1. Special focus will be given to
exponential service times, as well as the following two classes
of service time distributions: New-Worse-than-Used (NWU)
and New-Better-than-Used (NBU), defined as follows. Let
Xt = [X − t|X > t] be the remaining processing time of a
job that has completed t time units of service.

Definition 2. We say that X is New Worse than Used
(NWU), resp. New Better than Used (NBU), if the remain-
ing processing time of a task that has received some pro-
cessing is stochastically larger, resp. smaller, than the pro-
cessing time of a task that has received no processing, i.e.,
X0 ≤st Xt for all t, resp., Xt ≤st X0 for all t.

2. STOCHASTIC COMPARISON RESULTS
In this section, we analyze how the scheduling policy af-

fects the performance of the system.

2.1 Exponential service times and i.i.d. copies
We first assume that service times are exponentially dis-

tributed with i.i.d. copies. We can generalize the result
in [3] for LRF-FCFS, because of the memoryless property,
which implies that the number of jobs is insensitive to the
implemented second-level policy Π2.

Proposition 1. Consider a redundancy system with a nested
topology and heterogeneous server capacities where jobs have
exponentially distributed i.i.d. copies. Then,

{NLRF−Π2(t)}t≥0 ≤st {Nπ(t)}t≥0,

for any Π2 and any π.

We note that for non-nested topologies, an optimal policy
is expected to be more complex because an optimal choice
of which class to serve will depend on the number of jobs in
each class.

2.2 NWU and i.i.d. copies
When jobs have i.i.d. copies and NWU service time distri-

butions, the service time of a copy that is already in service
is stochastically larger than that of an i.i.d. copy that has
not received service yet. Hence, this suggests that whenever
a server becomes available to a class, it will be better to
serve a copy of a job that has already a copy elsewhere in
service, because the new copy has a good chance of complet-
ing sooner. That is exactly what policy Π2 =FCFS does. In
the result below we show that, for any given first-level policy
Π1, FCFS is indeed optimal. We note that in [6] this result
was proved for the redundancy system with only one class
of jobs.

Proposition 2. Consider a redundancy system with a nested
topology, heterogeneous server capacities, NWU service times
and i.i.d. copies. Then,

{NΠ1−FCFS(t)}t≥0 ≤st {NΠ1−Π2(t)}t≥0,

for all t ≥ 0 and any first second-level policy Π1.

As an illustration, in Figure 1 we simulate the W -model
with λ = 1.3, homogeneous capacities µ⃗ = (1, 1) and pc =
1/3 for all c ∈ C. We assume that the service time dis-
tribution X is a mixture of Y/q with probability q and 0
otherwise, where Y ∼ F is NWU. In Figure 1 we chose
Y having an exponential distribution. The coefficient of

variation of X equals C2 = E(Y 2)

qE(Y )2
− 1 and increases with-

out bound when q → 0. We note that in the special case
where Y is exponentially distributed, the coefficient of vari-
ation equals C2 = 2/q − 1. Consistent with Proposition 2,
we observe that Π1-FCFS (solid line) outperforms Π1-ROS
(dashed line) for both Π1=LRF (×) and Π2=MRF (◦). This
observation also holds for single-level redundancy-oblivious
policies, i.e., FCFS outperforms ROS, however, we did not
obtain a proof for this.

In Figure 1 we also observe that as q approaches 1, LRF-
FCFS outperforms the other policies. In fact, when q = 1
and Y is exponentially distributed, it was shown in Proposi-
tion 1 that LRF-FCFS minimizes the number of jobs. When
q approaches 0, that is C2 → ∞, we observe that MRF-
FCFS outperforms all other scheduling policies.

This example shows that under NWU service times there
is not a unique first-level policy that minimizes the total
number of jobs in the system for non-exponential service
times. MRF often performs well, because this policy maxi-
mizes the number of copies of the same job in service. On
the other hand, LRF tend to minimize the time that servers
are idle. Hence, there is a trade-off, and which policy is
optimal will strongly depend on the coefficient of variation
of the service time distribution, which impacts how benefi-
cial it is to serve copies of the same job (the more variable
services are, the more profitable to serve copies of the same
job). The proposition below supports our observation for
a K server system where each server has dedicated traffic
and there is one flexible class of jobs that sends copies to all
servers.

Proposition 3. Consider K heterogeneous servers with ca-
pacities µs where each server has a dedicated job class and
there is an additional job class that sends copies to all the
servers. That is, C = {{s}s∈S , S}. We assume that copies
are i.i.d. and that the service time distribution X is a mix-



Figure 1: The mean number of jobs for the W -model
with i.id. copies when µ⃗ = (1, 1), λ = 1.3 and pc = 1/3
for all c ∈ C with X a mixture of exponential service
times with respect to q (NWU).

ture of Y/q with probability q and 0 otherwise, where Y ∼ F
is NWU. Then,

qE(NMRF−FCFS) < qE(NLRF−FCFS) + o(1), as q → 0.

Moreover, in Figure 1 we observe that the gap between Π1-
ROS and ROS, and the gap between Π1-FCFS and FCFS,
increases as the variability of the service time increases. The
redundancy-oblivious policies can be more than a factor 1.5
worse than the MRF redundancy-aware version.

2.3 NBU and i.i.d. copies or general service
times and identical copies

In this section we assume that jobs have either i.i.d. copies
and NBU service times, or identical copies and follow a gen-
eral distribution.

We note that for these particular systems, having several
copies of the same job in service implies that the capacity of
one of the servers is unnecessarily dedicated to this job. The
following proposition gives a partial characterization for an
optimal second-level policy for a two-server system.

Proposition 4. Consider a W -model with heterogeneous
servers, and either NBU service times and i.i.d. copies or
general service times and identical copies. The first-level
policy is hence either LRF or MRF. Whenever the first-level
priority policy serves class {1, 2} and the second-level policy
decides not to idle, it is stochastically better to schedule at
the second level according to ROS than to FCFS.

Note that the above proposition does not give conditions
under which non-idling or idling is optimal.
In Figure 2 we compare the different policies (without

idling) and observe that for a given first-level policy, ROS
outperforms FCFS. We also observe that LRF-FCFS out-
performs FCFS, and LRF-ROS outperforms ROS. Indeed,
the redundancy-aware version can be a factor 1.25 better
than the redundancy-oblivious policy.
Numerically we observe that LRF outperforms MRF, see

Figure 2. In the case of identical copies and general service

Figure 2: The mean number of jobs for the W -model
with identical copies, when λ = 1.3, µ⃗ = (2, 1), p{1} =
0.35, p{2} = 1 − p{1} − p{1,2}. Mixture of exponential
service times with q = 0.1 (NWU).

times, or deterministic service times, we can indeed prove
this under certain conditions.

Proposition 5. Consider K heterogeneous servers with ca-
pacities µs where each server has a dedicated job class and
there is an additional job class that sends copies to all the
servers. That is, C = {{s}s∈S , S}. We assume that µ1 =
maxs∈S{µs}. Jobs have general service times and iden-
tical copies, or deterministic service times. Assume that
pS ≥ p{1} or that the arrival rate λ is small enough. Then
it holds that

E(NLRF−FCFS) ≤ E(NMRF−FCFS).
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